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A Vision

A To develop the most innovative technologies for future HPC and Al systems

A Strategy
A Break through the Memory and Communication walls
A Significantly i ncrease the memory bytes/flop ratio with M emory Coupled Compute
A Significantly increase network bytes/flop ratio with Supernodes

A Drive innovations in system -level energy and cost -efficiency
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* Source: Wikipedia.org

A Memory Coupled Compute
A The next discontinuity

A Tight -coupling of compute, memory and communication

Discontinuities are  often driven by cost !



THE MEMORY AND COMMUNICATION WALL IS GETTING
HIGHER
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https://daydaynews.cc/en/science/the -biggest -obstacle -to-ai-training -is-not-computing -
power.html

A Modeling and simulation applications are memory bandwidth limited

A Al, and some mod/sim applications are communication bandwidth limited
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